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Introduction
Systematic reviews, systematic maps, rapid reviews, 
and other evidence synthesis products are important 
resources for evidence-based decision-making [1–3]. 
To synthesise evidence systematically, potentially rel-
evant documents are usually identified using systematic 
searches across multiple bibliographic databases [4]. 
Typically, and as recommended in widely applied review 
guidelines, two reviewers read each of these records 

at the title and abstract level independently and either 
include for further assessment based on the full text or 
exclude the record [5]. This process, known as “screen-
ing”, is labour-intensive and time-consuming. As the 
amount of records needing to be assessed increases [6], 
and as progress in artificial intelligence (AI) and machine 
learning (ML) — particularly in the domain of text — 
advances [7–9], calls to use ML to increase efficiency in 
screening grow louder [10–12].

There is a long history of research demonstrating the 
potential of ML in screening (since [13]), as well as a 
large related literature on the use of ML for similar tasks 
within legal eDiscovery [14, 15]. A substantial part of this 
literature [16] uses ML to prioritise records by predicted 
relevance (ML-prioritised screening, sometimes referred 
to as active learning), such that a high proportion of 
potentially relevant records are identified after human 
screening of a lower proportion of all available records. 
Human screening with ML prioritisation thus consti-
tutes an “active learning” or “researcher in the loop” 
procedure, in which the machine uses information from 
already screened documents to select which ones to show 
the human coders in the next batch.

Once all relevant records have been identified, the 
remaining unscreened records represent work that could, 
in principle, be saved by stopping human screening early 
— that is before all records have been screened. When 
this happens is, however, unknowable, because we do not 
know a priori the total number of relevant documents. 
To make a decision when to stop and achieve these work 
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savings safely, a live review therefore needs methods that 
effectively manage the risk of missing more studies than 
would be acceptable in a given review. This commentary 
uses the term “early stopping” to refer to stopping screen-
ing before all records have been screened, without imply-
ing that this is too early. We also refer to “safe” methods 
for early stopping while recognising that no method elim-
inates risk entirely, and that the consequences of missing 
studies vary depending on the review context.

In this commentary, we briefly assess the current state 
of early stopping across evidence synthesis practice, evi-
dence synthesis tools, and evidence synthesis guidance 
and highlight where this falls short of the demand for 
transparent and robust methods for identifying stud-
ies. In order to address this gap, we provide recommen-
dations for promoting, developing, and applying safe 
stopping criteria and highlight leverage points on how 
to develop commonly agreed-upon principles for their 
implementation in ML-supported evidence synthesis.

The state of early stopping for ML‑prioritised screening
Much of the work that has followed Cohen et al. [13] has 
improved upon potential work savings or developed tools 
to allow review authors to use ML-prioritised screen-
ing. However, the field has yet to reach a consensus on 
when it is safe to stop screening. Many of the work sav-
ings that have been demonstrated cannot be assumed to 
be achievable in new reviews because those savings are 
based on retrospective analyses of datasets where the 
ideal stopping point is already known. ML-prioritised 
screening without early stopping can be useful, for exam-
ple to frontload the identification of relevant studies so 
that full-text screening and data extraction can proceed 
in parallel or to limit double-coded records to those likely 
to be relevant by switching to single-reviewer screening 
[17]. But unlocking the considerable potential work sav-
ings that have been identified in the literature requires 
safe and robust methods to inform when to stop.

Without prior knowledge of the number of relevant 
records, any approach to stopping early risks missing 
relevant studies that would have been retrieved had all 
records been screened. Yet, to minimise the effects of 
publication bias and maximise the power of meta-anal-
yses, systematic review guidelines are written to ensure 
that as few relevant studies are missed as possible, and 
that the selection process of studies is transparent, well-
justified, and can, in principle, be reproduced [4]. Though 
traditional methods cannot entirely eliminate the risk of 
missing studies, the emphasis is on developing a trans-
parent and accountable search strategy, which aims for 
high-recall (within practical limitations) and system-
atic eligibility screening of all results. Identifying studies 
through searching and screening relies on appropriate 

judgements and transparency. Where machine learning-
prioritised screening is employed in systematic reviews, 
stopping rules should transparently manage and commu-
nicate the risk of missing relevant studies.

However, not all available stopping criteria are com-
patible with this requirement, partly because different 
criteria have been developed for different objectives and 
for different tasks (i.e. in legal eDiscovery). While some 
criteria aim to quantify the implications of stopping for 
recall [18, 19], others aim to trade off the costs of contin-
ued screening with the benefits of identifying additional 
relevant records, while others respond to the budget con-
straints of a project [20]. Where economic or pragmatic 
criteria are used to decide when to stop, we argue that 
communicating the potential consequences for recall at 
that point, using complementary stopping criteria, is still 
beneficial to support transparency and justification of the 
methods used.

There is limited accommodation for ML prioritisa-
tion with early stopping in the currently available sys-
tematic review guidelines. The active learning approach 
described in this paper has been described in Cochrane 
handbooks since version 6.0 [21]. Since version 6.3, the 
relevant section has pointed to recent literature suggest-
ing that early stopping is not an “insurmountable” barrier. 
However, early stopping is not recommended, includ-
ing in the current (6.4) version of the guidelines [4], and 
the guidelines do not help to distinguish between well-
justified or poorly justified approaches to early stopping. 
The guidance on searching for studies published by the 
Campbell collaboration [22] mentions prioritised screen-
ing but only as a means to make the process efficient by 
frontloading relevant articles. It does not mention early 
stopping or stopping criteria. The PRISMA reporting 
guideline for systematic reviews was amended to support 
reporting of the increased use of ML [23], however, it 
only stipulates reporting the “details of automation tools 
used in the process”, without requiring a rationale for 
stopping decisions.

Several stopping criteria claim to offer safe and reli-
able ways to reduce work while still guaranteeing high 
recall [15, 18, 24–26]. Most studies evaluate how well 
the criterion performs on a selection of datasets by sim-
ulating the ordering of documents using ML prioritisa-
tion. However, the reliability of stopping criteria may 
depend on the datasets used, the ML algorithms used, 
their hyperparameters, or the details of how they are 
implemented. Reliability observed in individual evalua-
tions may therefore be dependent on the specific exper-
imental setup, or even be achieved by over-optimising 
the stopping criteria to fit the experimental setup, at 
the expense of generalisability. Further, evaluations of 
individual tools often use different metrics, making 
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comparisons between criteria challenging. Independent 
and comprehensive assessments are missing. The cur-
rent landscape of evaluation evidence therefore makes 
it hard for guideline makers to recommend safe stop-
ping criteria.

ML-prioritised screening has been integrated into 
multiple citation screening platforms [17], often with-
out the incorporation of any formal stopping rules or 
with the incorporation of stopping rules that have not 
been validated or agreed upon as good practice. Some 
software tools, which do not incorporate stopping 
rules, do not advocate early stopping [27]. Other tools 
leave the decision on when to stop open, while not pro-
viding guidance on which to use. Finally, some tools 
recommend stopping rules based on simple heuristics 
which are not connected to any theoretical estimate of 
the recall achieved [28].

The use of screening tools with ML-prioritised 
screening may already be widespread. According to the 
systematic review toolbox [29], as of January 2024, 46 
digital evidence synthesis tools that focus on screening 
are available. Many of these incorporate ML-prioritised 
screening, including platforms claiming hundreds of 
thousands of downloads or hundreds of thousands of 
users [12, 27]. It is therefore likely that ML-prioritised 
screening is being used in numerous reviews. To safely 
realise the potential time savings of these tools, the 
community must agree on suitable rules for deciding 
when to stop screening.

Recommendations
As a community of scholars and practitioners of evidence 
synthesis and evidence synthesis technology, including 
developers of evidence synthesis technology tools and 
authors of evidence synthesis guidelines, we have devel-
oped through discussion and debate a set of recommen-
dations that aim to enable the successful and responsible 
realisation of the potential benefits of ML-prioritised 
screening. These recommendations (see overview in 
Fig.  1) respond to the issues outlined in the previous 
section and address the different stakeholder groups — 
the ML-prioritisation research community, technology 
developers, guideline makers, and the wider evidence 
synthesis community — which have a part to play in 
ensuring that ML can safely and responsibly be used to 
generate meaningful work savings in evidence synthesis 
screening.

1. The community researching ML prioritisation 
for systematic reviews should establish minimum criteria 
for stopping rules
In a systematic review context, ML-prioritised screen-
ing with early stopping aims to achieve a specific (high) 
level of recall while reducing workload by avoiding the 
need to screen all records. Recall is the ratio of relevant 
records identified to the total number of relevant records 
(at either abstract or full-text screening stage — depend-
ing on the context). However, recall’s true value is always 
uncertain until all records have been screened, as the 
total number of relevant records (i.e. the denominator 

Fig. 1 Five recommendations to advance the evaluation and implementation of safe use of stopping criteria in ML‑prioritised screening
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in the recall equation) is unknown. Stopping rules exist 
to manage and communicate that uncertainty. In a gold 
standard systematic review, if a user is going to stop 
screening, they should be able to describe their con-
fidence that a given level of predicted recall has been 
achieved. Only then can a reviewer assess whether the 
risk level is acceptable in that review’s context. In other 
contexts — especially in rapid reviews — reviewers may 
make the decision to stop screening based on economic 
or pragmatic considerations. However, the rationale for 
ceasing screening should still be communicated trans-
parently, including an assessment of the risk of missing 
papers caused by stopping screening early.

Communicating the risk of missing relevant stud-
ies is possible when a stopping rule has the following 
attributes:

1. It aims for a given target recall (which can be set by 
the user). Methods that tell the user when to stop 
without reference to a given level of recall do not 
allow for effective communication of the risk of 
missing relevant records. Moreover, different review 
contexts may demand different levels of recall, and 
a stopping rule useful for ML-prioritised screening 
should therefore be able to communicate the risks of 
missing any arbitrary level of recall.

2. The criteria should provide explicit and reliable con-
fidence estimates. Stopping rules are designed to 
assist users in making decisions under uncertainty. 
They should convey a confidence level that a targeted 
recall level or set of levels has been achieved. Stop-
ping rules can do this by providing a p-score that it 
is safe to stop for a given recall target or by provid-
ing a confidence interval around an estimated level 
of recall [15]. This confidence level should be based 
on sound statistical theory, stating the assumptions 
the calculation of the confidence interval relies upon, 
which should, as far as possible, be independent of 
the dataset and ML algorithm characteristics. Where 
a confidence level is stated at 95%, a stopping should 
be triggered before the recall target has been met 5% 
of the time or less, as long as the assumptions com-
municated hold. Criteria should be tested empirically 
— ideally across multiple algorithms and datasets 
— demonstrating that the confidence estimates are 
well-calibrated. Such criteria fulfil the condition of 
reliability defined below.

3. Stopping criteria that aim to communicate the risk of 
missing studies should be free from additional param-
eters that require knowledge of the screening outcomes 
to be set effectively. For example, stopping after X 
consecutive records have been excluded requires that 
the user sets the parameter X [30, 31]. For a specific 

ML-prioritised screening session in a given review, 
targeting a particular recall level, there will be a value 
of X that enables stopping the screening close to the 
desired recall target. However, a user has no way of 
knowing a priori what that value will be. Although 
stopping after X consecutive records may help to 
balance the cost of screening against the expected 
return of additional records, it cannot (without fur-
ther analysis) reliably inform users about the poten-
tial to have missed studies. Even the more sophis-
ticated stopping criterion implemented in SWIFT 
screener [19] requires that the users set a lookback 
parameter δ . Given that this parameter decides how 
reliable the stopping rule is (contingent on the data-
set’s attributes and the effectiveness of the ML prior-
itisation), the likelihood that a given recall has been 
achieved cannot be communicated by triggering the 
stopping rule at a given value of δ.

2. Evaluate stopping rules robustly across datasets 
and prioritisation algorithms
Potential users of stopping criteria (and those who review 
and use their work) would benefit from independent and 
trusted guidance for understanding whether a stopping 
criterion is reliable or appropriate in the context of sys-
tematic reviews. This guidance should be informed by 
evaluations which establish, first and foremost, whether 
stopping criteria are safe to use and reliably avoid miss-
ing a larger number of relevant records than intended. 
As a secondary focus, guidance can recommend differ-
ent stopping criteria based on whether they are more or 
less efficient (i.e. they result in as few additional records 
as possible that need to be screened to reach a set target 
recall).

Reliability
Reliability is a necessary condition for the use of stopping 
criteria to be appropriate in a gold-standard systematic 
review context. A stopping criterion should be consid-
ered reliable when the frequency of premature stopping 
aligns with the specified confidence level. For example, 
with a 95% confidence level, the criterion should lead to 
premature stopping in no more than 5% of the trials. This 
should hold for a large number of trials and be assessed 
across a large number of combinations of the following:

• Recall target
• Confidence level
• Machine learning model
• Evaluation dataset
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In an ideal case, more than just being reliable on aver-
age, when the confidence level is set to 95%, a stopping 
rule should not be triggered too early in more than 5% of 
trials (plus a margin of error given by the number of tri-
als), for any given combination of dataset, ML model, and 
recall target. Where this cannot be achieved, evaluations 
should identify the conditions under which a stopping 
rule cannot be relied upon. Because a user starting a new 
review does not know the properties of their dataset or 
the performance of their ML model on that dataset a pri-
ori, they should be able to trust as far as possible that the 
stopping rule they have chosen gives robust confidence 
estimates regardless of the unknowable attributes of their 
dataset and how their ML model will work.

Efficiency
To achieve a specified level of recall with a high level of 
confidence, any reliable stopping criteria will require that 
more records are screened than the minimum required 
to meet the recall target. This is because establishing that 
the recall target has been achieved under uncertainty 
demands extra effort. However, minimising the number 
of these additional records is crucial as the fewer extra 
records are screened, the greater are the potential work 
savings. The most efficient criteria are, therefore, those 
which require the smallest number of additional records 
to be screened beyond the minimum necessary to achieve 
the target. In a systematic review context, users should 
always choose a criterion that has been demonstrated 
to be reliable (where reliability indicates that confidence 
intervals are well calibrated). Where the appetite for the 
risk of missing studies is higher, users should adjust con-
fidence levels, or recall targets, accordingly, rather than 
going for unreliable criteria with higher work savings. 
Among reliable criteria, users can then choose the most 
efficient criterion.

Assessing stopping rules across multiple combina-
tions of recall targets, confidence levels, ML models, and 
datasets may also reveal that certain criteria are more 
efficient given particular settings. For example, stopping 
criterion efficiency may vary according to the combina-
tion of dataset size, prevalence or relevant records, recall 
target, and desired confidence level. As long as the user 
is selecting from among reliable criteria, users can select 
the criterion shown to be most efficient under the condi-
tions of their review.

3. Update guidelines to ensure machine learning is used 
safely
The current lack of clear guidance on how to use stopping 
rules in screening means on the one hand that reviews 
which could benefit from the efficiency gains provided by 
ML-prioritised screening are not doing so. On the other 

hand, reviews are being produced using ML-prioritisa-
tion screening such that they are at risk of missing large 
numbers of relevant records, or not reducing their work-
load at all. One evaluation that ran 100 ML prioritisation 
runs on multiple review datasets [18] has shown that the 
5th percentile of recall achieved when stopping after 50 
consecutive excluded records was as low as 53%, while 
the most common level of work saved was 0. Such a level 
of risk should be considered unacceptable in any review 
context, and guidance should be clear that arbitrary stop-
ping criteria have no place in high-quality systematic 
reviews.

Guidelines should establish minimum standards for 
stopping criteria, based on evaluations that show which 
stopping criteria are appropriate in which contexts (see 
“2. Evaluate stopping rules robustly across datasets and 
prioritisation algorithms”). They should also provide 
instructions on their application. For example, users and 
reviewers need to know what levels of uncertainty about 
what levels of recall are acceptable in what contexts. 
Having high confidence that a high level of recall has 
been achieved will always require that a large number of 
records are screened, but there may be contexts (such as 
in rapid reviews) where a lower level of confidence and/
or a lower recall target may be acceptable. Guideline bod-
ies should produce recommendations on the use of stop-
ping criteria that are tailored to the specific requirements 
of different types of reviews.

There are further procedural questions that guidelines 
should inform. For example, while describing the pro-
posed selection process in a systematic review proto-
col, authors should describe their proposed use of ML, 
including whether and how stopping rules will be used 
to stop early. Also, they should report in their protocol 
whether they pre-set their target level of recall and their 
confidence in achieving it or if only one of these param-
eters is set from the start. Depending on the resources 
available to conduct the review and the salience of the 
underlying research question, authors could also decide 
when to stop based on other considerations (for example 
resource constraints) and report the level of confidence 
they have in achieving a given level of recall (or range of 
recall levels). Guidelines should indicate which of these 
options are acceptable under which conditions.

Finally, guidelines should provide reporting stand-
ards to describe early stopping decisions in systematic 
reviews. These may stipulate that authors state their con-
fidence level for a given recall target, or may allow for, 
or encourage, the reporting of confidence levels across a 
range of recall targets, to give a complete picture of the 
risks of stopping at any given point.
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4. Incorporate stopping rules into platforms and their 
documentation
Many systematic review and screening platforms now 
incorporate ML prioritisation into their list of features. 
But there is considerable variation — and in some cases 
limited transparency — in the extent to which platforms 
incorporate well-justified stopping criteria that allow for 
well-calibrated statements about confidence that a given 
level of recall has been achieved. Wherever ML prioriti-
sation is featured, it is likely that users will want to save 
work by stopping early, even where this is not explicitly 
encouraged. It is therefore incumbent on platform devel-
opers to transparently incorporate well-justified stop-
ping criteria: to provide adequate guidance on how to use 
stopping criteria that are not directly incorporated into 
the platform or to appropriately caveat the risks of miss-
ing studies when using early stopping without robust cri-
teria. As many users of screening platforms do not have 
the time, resources, or expertise to apply specific statisti-
cal tests for calculating the implications of their stopping 
decision, such a user-friendly implementation is para-
mount to wide-spread adoption of safe stopping criteria 
and transparent reporting about their implications.

5. Researchers should only make claims about workload 
saved if their studies incorporate a stopping method
Since the study by Cohen et  al. [13], there have been 
dozens of papers showing how ML-prioritised screen-
ing can reduce the amount of time it takes to identify a 
given proportion of relevant records compared to screen-
ing the records in random order. These papers use vali-
dation datasets that have been screened manually by 
humans and show the point at which the target level of 
recall would have been achieved, had the records been 
screened using the ML-prioritisation approach proposed.

Unless such papers address the issue of when to stop 
and analyse how that approach works on their valida-
tion data, they are of limited use and have the potential 
to mislead. For instance, if a proposed method achieved 
95% recall after screening only 40% of records in vali-
dation datasets, reviewers should not assume the same 
results will apply to a new review with a different data-
set. A system’s performance in one context cannot guar-
antee similar outcomes in another. Each dataset’s unique 
characteristics can significantly influence the system’s 
effectiveness. If papers present easy-to-use software solu-
tions for ML-prioritised screening but have missing or 
misleading guidance about when to stop (i.e. by using 
arbitrary criteria), then there is a large potential to enable 
a multitude of reviews which are subject to substantial 
risks of missing relevant studies.

Where systematic reviews use ML to prioritise screen-
ing with early stopping, authors should be challenged to 

justify their decision about when to stop. The use of arbi-
trary stopping criteria should be criticised in peer review, 
and authors should instead be pushed to quantify the risk 
that they have missed a given recall target. Only if best 
practices on the safe use of ML in screening are enforced 
in the publication process will these rules be applied and 
taken up by the broader evidence synthesis community, 
helping to reap the benefits of ML while avoiding crucial 
pitfalls.

Conclusion
Systematic reviews have been developed to enable 
decision-making that is informed by the best available 
evidence. Machine learning has the potential to make 
screening in systematic reviews much more efficient, 
which is necessary in times of ever-increasing volumes 
of publications. However, the use of ML in prioritised 
screening has so far not met the same standards of meth-
odological rigour as the rest of the systematic review 
process. Stopping rules are a necessary condition for ML 
prioritisation with early stopping to be applicable with 
the same rigour, but those used in practice have often 
been statistically incoherent and lack a sufficient basis 
to make decisions with such large potential to result in 
missing relevant studies.

Given the widespread availability of ML prioritisation 
in systematic review tools and platforms and the scope 
for such tools to be misused, guidelines must be updated 
to inform potential users how such tools can be used 
safely. The literature is now clear enough on the need 
for robust stopping criteria. We should apply the same 
standards of rigour when using ML tools as with any 
other part of the systematic review process.

Beyond developing robust evaluations for stopping 
criteria, a broader research agenda should be pursued to 
further enhance the safety and efficiency of using ML-
prioritised screening in systematic reviews. Calibrat-
ing acceptable levels of risk for missing studies could be 
informed by research into the extent to which missing 
studies affect the results of the analysis [32, 33], as well 
as the extent to which increased risk of missing studies 
within the results of a Boolean query can be offset by 
enhancing other retrieval methods or even improving the 
query itself. Indeed, where ML-prioritised screening is 
not available, systematic review authors may be tempted 
to excessively narrow search queries in order to make 
screening tractable, with unquantified impacts on recall. 
Future research should address such trade-offs between 
biases introduced by compromises on search queries and 
potential biases introduced by ML prioritisation and only 
screening until a safe stopping criterion is triggered.

The interaction of stopping criteria with additional 
retrieval methods, as well as with decisions to single or 
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double code records, also needs to be better understood, 
as does the way in which the use of ML prioritisation 
changes the way in which humans decide to include or 
exclude records [34]. For instance, stopping criteria could 
take into account some uncertainty in human-generated 
labels. The resulting higher uncertainty about the recall 
target could then be either reduced by double coding 
records for which ML predictions and human labels dif-
fer, resulting in more certainty about the human deci-
sions, or by screening more unseen records.

Where multiple stopping criteria are shown to be 
reliable, the implications of combining different crite-
ria should be evaluated. User experience could also be 
enhanced by research that helps to quantify the expected 
work savings under different conditions of the various 
stopping rules. Finally, more research is needed on how 
to apply stopping rules where new records are added in 
batches, such as with living systematic reviews or when 
an existing review is updated [35]. The systematic review 
community will be better served by research on practi-
cal issues of how ML-prioritised screening can be used in 
live reviews than in repeated demonstrations of potential 
work savings with retrospective analysis of fully anno-
tated datasets.
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